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Abstract

Within the emerging research efforts to com-
bine structured and unstructured knowledge,
many approaches incorporate factual knowl-
edge, e.g., available in form of structured
knowledge graphs (KGs), into pre-trained lan-
guage models (PLMs) and then apply the
knowledge-enhanced PLMs to downstream
NLP tasks. However, (1) they typically only
consider static factual knowledge, whereas,
e.g., knowledge graphs (KGs) also contain
temporal facts or events indicating evolution-
ary relationships among entities at different
timestamps. (2) PLMs cannot be directly ap-
plied to many KG tasks, such as temporal
KG completion. In this paper, we focus on
enhancing temporal knowledge embeddings
with contextualized language representations
(ECOLA). We align structured knowledge, con-
tained in temporal knowledge graphs, with their
textual descriptions extracted from news arti-
cles, and propose a novel knowledge-text pre-
diction task to inject the abundant informa-
tion from descriptions into temporal knowl-
edge embeddings. ECOLA jointly optimizes
the knowledge-text prediction objective and the
temporal knowledge embeddings, which can si-
multaneously take full advantage of textual and
knowledge information. The proposed fusion
method is model-agnostic and can be combined
with potentially any temporal KG model. For
training ECOLA, we introduce three temporal
KG datasets with aligned textual descriptions.
Experimental results on the temporal knowl-
edge graph completion task show that ECOLA
outperforms state-of-the-art temporal KG mod-
els by a large margin. The proposed datasets
can serve as new temporal KG benchmarks and
facilitate future research on structured and un-
structured knowledge integration.

1 Introduction

Knowledge graphs (KGs) have long been consid-
ered an effective and efficient way to store struc-

*Equal Contribution.

volker.tresp@siemens.com

Figure 1: An example of a temporal knowledge graph
with textual event descriptions.

tural knowledge about the world. A knowledge
graph consists of a collection of triples (s, p, o),
where s (subject) and o (object) correspond to
nodes in the graph connected through the edge type
p (predicate). The nodes in KGs represent entities
of the real world, and predicates describe relations
between entity pairs. Common knowledge graphs
assume that the relations between entities are static
connections. However, in the real world, there are
not only static facts and properties but also time-
evolving relations associated with the entities. For
example, the political relationship between two
countries might worsen because of trade fights. To
this end, temporal knowledge graphs (tKGs) were
introduced that capture temporal aspects of rela-
tions by extending a triple to a quadruple, which
adds a timestamp or time intervals to describe when
the relation is valid, e.g. (Argentina, deep compre-
hensive strategic partnership with, China, 2022).
Since real-world tKGs are usually incomplete, the
task of temporal knowledge graph completion has
gained growing interest, which is to infer missing
facts at specific timestamps by answering queries
such as (US, president, 7, 2015). Extensive studies
have been focusing on learning temporal knowl-
edge embedding (tKE), and aim to effectively em-
bed entities and relations into a low-dimensional
vector space. tKE can not only help with the tKG
completion task but also benefit various knowledge-



related downstream applications, such as temporal
question answering (Saxena et al., 2021) and time-
aware recommendation systems (Zhao et al., 2021).

Typical temporal knowledge graphs, e.g.,
GDELT (Leetaru and Schrodt, 2013) and ICEWS
(Boschee et al., 2015), solely focus on entities
and relations. However, other semantic compo-
nents, e.g., attributes, adjectives, adverbs, clauses,
and tones, are generally ignored so that KGs can-
not cover all available textual information. Thus,
temporal knowledge embedding inherently suffers
from the incompleteness of temporal knowledge
graphs. To address this problem, additional in-
formation needs to be introduced to enrich the
knowledge representations. An abundant resource
is textual information, such as event descriptions in
the original news article and entity descriptions in
encyclopedias. Recent pre-trained language mod-
els (PLMs) such as BERT (Devlin et al., 2018)
learn contextualized language representations from
large-scale textual corpora with language model-
ing objectives. Intuitively, the informative textual
knowledge captured by PLMs can benefit tKE by
fusing both models.

We propose Enhanced Temporal Knowledge
Embeddings with Contextualized Language Repre-
sentations (ECOLA), which use a novel knowledge-
text prediction task to align language representa-
tions with temporal knowledge embeddings and
jointly optimize this prediction and the tKG com-
pletion objectives. For the knowledge-text predic-
tion task, we pair quadruples with their textual
descriptions from news articles. We use knowledge
embeddings to encode entities and predicates and
subword embeddings to encode text. Specifically,
to capture the evolutionary dynamics of tempo-
ral KGs, we apply time-dependent entity embed-
ding, such as diachronic embedding (Goel et al.,
2020). Then we feed the quadruple-text pairs into a
PLM and design the prediction task as an extended
masked language modeling task by randomly mask-
ing words in texts and entity/predicates in quadru-
ples. For the tKG completion objective, we train
the temporal knowledge embeddings with bench-
mark tKG interaction models, i.e., proposed by
Goel et al. (2020); Han et al. (2020b, 2021a).

There are also some recent works combining
knowledge embedding and PLMs. ERNIE-THU
(Zhang et al., 2019) and KnowBert (Peters et al.,
2019) separately pre-train the entity embeddings
with some knowledge embedding models, e.g.,

TransE (Bordes et al., 2013), and fix the embed-
dings during training PLMs. Thus, they are not real
joint models for learning the knowledge embed-
ding and language embedding simultaneously (Sun
et al., 2020). KG-Bert (Yao et al., 2019), KEPLER
(Wang et al., 2021), and ERNIE-Baidu (Sun et al.,
2021) use entity description or fact description to
bridge the gap between knowledge embeddings
and PLMs. However, they ignored the temporal na-
ture and the evolutionary dynamics of knowledge
graphs. Thus, these approaches can only integrate
PLMs with static factual knowledge but not tem-
poral event-based knowledge. Besides, the models
mentioned above enhance language of PLMs by
injecting external knowledge from KGs. But for
many knowledge graph tasks, e.g., tKG comple-
tion, it is not appropriate to apply PLMs. How to
get enhanced temporal knowledge embedding to
improve such tasks has not been well studied.

In comparison, the enhanced temporal knowl-
edge embeddings of ECOLA can be directly ap-
plied in the tKG completion task. With the help of
the knowledge-text prediction task, ECOLA would
be able to recognize mentions of subject entity and
object entity and align semantic relationships in
the text with the predicates in the quadruple. Thus,
the model can take full advantage of the abundant
information from the event descriptions, which is
especially helpful for embedding entities and pred-
icates that only appear in a few quadruples. More-
over, we assume that the textual information about
entities in tKG changes over time. Taking financial
crises as an example, companies are more likely in-
volved in events such as laying off employees. But
when the economy recovers, companies hire staff
again rather than cut jobs. Thus, the entities should
also be able to drift their representations overtime
to manage the changes. ECOLA is able to capture
the evolutionary dynamics available in temporal
multi-relation data by learning time-dependent en-
tity embeddings. Since we pair quadruples with
relevant texts that describe the temporal relation
at the timestamp of interest, this correspondence
ensures that the enhanced entity representations
would preserve the temporal nature.

For training ECOLA, we need datasets with
tKG quadruples and aligned textual event descrip-
tions, which cannot be provided by existing tKG
benchmark datasets. Thus, we construct new tKG
completion datasets by adapting two existing tKG
datasets, i.e., GDELT (Leetaru and Schrodt, 2013)



and YAGO (Leblay and Chekol, 2018), and an
event extraction dataset (Li et al., 2020). We com-
bine ECOLA with several benchmark tKG embed-
ding models and show that ECOLA significantly
improves their performance and achieves state-of-
the-art performance. To make a fair comparison
with other tKG models, we only take the enhanced
temporal knowledge embeddings to perform the
tKG completion task on the test set but do not use
any textual event descriptions of test quadruples.

To summarize, our contributions are as fol-
lows: (i) We propose ECOLA: it enhances tem-
poral knowledge graph representation models with
contextualized language representations. ECOLA
shows its superiority on the tKG completion task
and can be potentially applied on a wide range
of NLP tasks. (ii) We are the first to address the
challenge of integrating temporal knowledge em-
bedding and language representations while cap-
turing the temporal dynamics available on tKGs.
The proposed fusion method preserves the tempo-
ral nature and can be potentially combined with
any tKG embedding model. (iii) To train the inte-
gration models, we construct three datasets, which
align each quadruple with a relevant textual descrip-
tions, by adapting three existing tKG completion
datasets. Extensive experiments show that ECOLA
is model-agnostic and enhances tKG embedding
models with up to 287 % relative improvements in
the Hits@ 1 metric.

2 Preliminaries and Related Work

Temporal Knowledge Graphs Temporal knowl-
edge graphs are multirelational, directed graphs
with labeled timestamped edges between entities
(nodes). Let £ and P represent a finite set of en-
tities and predicates, respectively. tKG contains a
collection of timestamped facts written as quadru-
ples. A quadruple ¢ = (es,p, €,,t) represents a
timestamped and labeled edge between a subject
entity e; € £ and an object entity e, € £ at a times-
tamp t € 7. Let F represents the set of all true
quadruples, i.e., real events in the world, the tem-
poral knowledge graph completion (tKGC) is the
task of inferring F based on a set of observed facts
O, which is a subset of F. Specifically, tKGC is to
predict either a missing subject entity (7, p, e,, t)
given the other three components or a missing ob-
ject entity (es, p, 7,t). Temporal Knowledge Em-
bedding (tKE) is also termed as Temporal Knowl-
edge Representation Learning (TKRL), which is to

embed entities and predicates of temporal knowl-
edge graphs into low-dimensional vector spaces.
We provided related works on temporal knowledge
representations in Appendix A in the supplemen-
tary material.

Joint Language and Knowledge Models Re-
cent studies have achieved great success in jointly
learning language and knowledge representations.
Yamada et al. (2016) and Ganea and Hofmann
(2017) use entity linking to map entities and words
into the same representation space. Inspired by
the success of contextualized language representa-
tion, Zhang et al. (2019) and Peters et al. (2019)
focus on enhancing language models with external
knowledge by injecting pre-trained entity embed-
ding of KGs. However, the static and inflexible
pre-trained entity embeddings limit the knowledge
gains. In comparison, Yao et al. (2019), Kim et al.
(2020), and Wang et al. (2021) does not separately
learn embeddings for each entity using KG mod-
els but learns to generate entity embeddings with
PLMs from entity descriptions. Moreover, Sun
et al. (2020), Liu et al. (2020) and He et al. (2019)
exploits the potential of contextualized knowledge
representation. Instead of treating single triples as
training units, they construct subgraphs and inte-
grate them with pre-trained language models. Nev-
ertheless, none of these works consider the tempo-
ral aspect of knowledge graphs, which makes them
different from our proposed ECOLA.

3 ECOLA

In the training phase, a training sample is a pair of a
quadruple from tKGs and its corresponding textual
event description, which are packed together into
a sequence. As shown in Figure 2, ECOLA im-
plicitly incorporates contextualized language rep-
resentations into temporal knowledge embeddings
by jointly optimizing the knowledge-text prediction
loss and the tKE loss. Note that, at inference time,
we only take the enhanced temporal knowledge
embeddings to perform the tKG completion task
without using any textual data for preventing infor-
mation leak. In this section, we introduce the tKG
representation model, the knowledge-text predic-
tion task, and the training objectives.

3.1 Embedding Layer

As shown in Figure 3, the input embeddings are
the sum of token embedding, type embedding, and
position embedding. For token embedding, we
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Figure 2: Model architecture. ECOLA jointly optimizes the knowledge-text prediction (KTP) objective and the
temporal knowledge embedding (tKE) objective. For quadruples in the KTP loss and tKE loss, we apply knowledge
embeddings. For tokens in sentences, we apply pre-trained token embeddings.

o 2) () () () () ) ) () ) () (B8 ()
2t ] ] ] ] = o ] o
25 i i
s, (o] o e o ] (o] (] [ [ ]

Figure 3: ECOLA input representation. The input
embeddings are the sum of token embedding, type em-
bedding, and position embedding.

maintain three lookup tables for subwords, entities,
and predicates, respectively. For subword embed-
ding, we first tokenize the textual description into
a sequence of subword units to handle the large
vocabulary by following Bert (Devlin et al., 2018)
and use WordPiece embeddings (Wu et al., 2016)
with a 30,000 token vocabulary. In contrast to sub-
word embedding, the embeddings for entities and
predicates are directly learned from scratch, sim-
ilar to common knowledge embedding methods.
We separate the knowledge tokens, i.e., entities
and predicates, and subword tokens with a special
token [SEP]. To handle different token types, we
add type embedding to indicate the type of each
token, i.e., subword, entity, and predicate. For po-
sition embedding, we assign each token an index
according to its position in the input sequence and
follow Devlin et al. (2018) to apply fully-learnable
absolute position embeddings.

3.2 Temporal Knowledge Embedding

As introduced in Section 3.1, the input embedding
for entities and predicates consists of knowledge
token embedding, type embedding, and position
embedding. In this section, we provide details of
the knowledge embedding and the tKE objective.
To capture the evolutionary dynamics on tKGs
and the temporal information associated with the
textual data, we apply temporal embedding func-
tions to entities. Specifically, a temporal embed-
ding function defines entity embedding as a func-
tion that takes an entity and a timestamp as input
and generates a time-dependent representation for
the entity at that time. There is a line of work ex-
ploring temporal embedding functions (Goel et al.,
2020; Xu et al., 2019; Han et al., 2021b). Since our
proposed training framework is model-agnostic,
it can be principally combined with any tempo-
ral embeddings functions. In the following, we
take the diachronic entity embedding (DE) func-
tion (Goel et al., 2020) as an example to introduce
our framework. DE-function defines the temporal
embeddings of entity e; at timestamp ¢ as

ePE(t)[n] = {a (7] if 1<n<qd,

[n]t + be,[n]) else.

ey
Here, e”F ()[n] denotes the n'" element of the em-
beddings of entity e; at time ¢. a.,,we,, be, € R4
are entity-specific vectors with learnable param-
eters, d is the dimensionality of the embedding,

a.,[n] sin(w,



and 7 € [0, 1] represents the portions of the time-
independent part. The combination with other tem-
poral embedding functions are discussed in Section
3.6. We use the interaction model from Kazemi
and Poole (2018) as the decoder, which considers
two embeddings eP” (t),ef?oE (t) € R? for each
entity e;, i.e., as subject and as object separately,
and two vectors vy, v, -1 € R? for each predicate
p. The score function measuring the plausibility of

a quadruple is defined as

O7F (e e5,0) = 5 ((PE (1), v D ()4

(R (1), vp-1,ei, (1))

2)
where (w, v, x) = 2?21 w[j] = v[j] = x[j] repre-
sents the sum of the element-wise product of the
vectors. By learning tKE, we generate M negative
samples for each positive quadruple in a batch fol-
lowing Bordes et al. (2013)’s procedure. Then we
choose the binary cross entropy as the tKE objec-
tive:

N
Z vk log(pr)+

Likp = — +(1—yx) log(1—px))

where N is the sum of positive and negative train-
ing samples, y;, represents the binary label indicat-
ing whether a training sample is positive or not,
pi denotes the predicted probability U(¢kD £y, and
o(-) represents the sigmoid function.

3.3 Masked Transformer Encoder

To encode the input sequence, we use the pre-
trained contextual language representation model
Bert (Devlin et al., 2018) built on a multilayer
bidirectional Transformer encoder (Vaswani et al.,
2017). Specifically, the encoder feeds a sequence
of N tokens including entities, predicates, and sub-
words into the embedding layer introduced in Sec-
tion 3.1 to get the input embeddings and then com-
putes L layers of d-dimensional contextualized
representations. At each layer, the encoder uses
masked multi-head bidirectional self-attention to
control the information flow and aggregate features
non-locally. In addition to attention sub-layers,
each of the layers in the encoder contains a multi-
layer perceptron (MLP). Besides, a residual con-
nection (He et al., 2016) is applied after each of
the attention networks and MLP, followed by a
layer normalization (Ba et al., 2016). Eventually,
we get a contextualized representation for each to-

ken, which could be further used to predict masked
tokens.

3.4 Knowledge-Text Prediction Task

To incorporate language representation into tem-
poral knowledge embeddings, we introduce the
knowledge-text prediction task, which is an exten-
sion of the masked language modeling (MLM) task.
The knowledge-text prediction task requires both
temporal knowledge graphs and unstructured tex-
tual descriptions. As illustrated in Figure 2, given a
pair of quadruple from tKG and the corresponding
event description from news article, the knowledge-
text prediction task is to randomly mask some of
the input tokens and train the model to predict the
original index of the masked tokens based on their
contexts. As different types of tokens are masked,
we encourage ECOLA to learn different capabili-
ties:

» Masking entities. To predict an entity token
in the quadruple, ECOLA has the following
ways to gather information. First, the model
can detect the textual mention of this entity
token and determine the entity; second, if the
other entity token and the predicate token are
not masked, the model can utilize the avail-
able knowledge token to make a prediction,
which is similar to the traditional semantic
matching-based tKG models. Masking entity
nodes helps ECOLA align the representation
spaces of language and structured knowledge,
and inject contextualized representations into
entity embeddings.

* Masking predicates. To predict the predicate
token in the quadruple, the model needs to
detect mentions of subject entity and object
entity and classify the semantic relationship
between the two entity mentions. Thus, mask-
ing predicate tokens helps the model integrate
language representation into the predicate em-
bedding and map words and entities into a
common representation space.

* Masking subwords. When subwords are
masked, the objective is similar to traditional
MLM. The difference is that ECOLA not
only considers the dependency information
in the text but also the entities and the logi-
cal relationship in the quadruple. Addition-
ally, we initialize the encoder with the pre-



trained BERTpyse'. Thus, masking subwords
helps ECOLA keep linguistic knowledge and
avoid catastrophic forgetting while integrating
contextualized representations into temporal
knowledge embeddings.

In each quadruple, the predicate and each entity
have a probability of 15% to be masked. Similarly,
we mask 15% of subwords of the textual descrip-
tion at random. We ensure that entities and the
predicate cannot be masked at the same time in a
single training sample, where we conduct an abla-
tion study in Appendix C to show the improvement
of making this constraint. When a token is masked,
we replace it with (1) the [MASK] token 80% of
the time, (2) a randomly sampled token with the
same type as the original token 10% of the time,
(3) the unchanged token 10% of the time. For each
masked token, the contextualized representation
in the last layer of the encoder is used for three
classification heads, which are responsible for pre-
dicting entities, predicates, and subword tokens,
respectively. At last, a cross-entropy loss Lxrp is
calculated over these masked tokens.

Although we focus on generating informative
knowledge embeddings in this work, joint models
often benefit both the language model and the tKG
model because of the mutual information existing
in language and tKGs. Unlike previous joint mod-
els (Zhang et al., 2019; Peters et al., 2019), we do
not modify the Transformer encoder architecture,
e.g., adding entity linkers or fusion layers. Thus,
the encoder enhanced by external temporal knowl-
edge can be adapted to a wide range of downstream
tasks as easily as Bert.

3.5 Training Objectives and Inference

To enhance temporal knowledge embedding with
the contextualized language representations, we
design a multitask loss as

L=Lixg+ kTP,

where L;x g and L rp are the losses for tKE and
the knowledge-text prediction, respectively. A is
a hyperparameter to balance tKE loss and KTP
loss. Note that those two tasks share the same
embedding layer for entities and predicates.

At inference time, we aim to answer link pre-
diction queries, e.g., (es,p, 7, t). Since there is
no textual description at inference time, we take

"https://huggingface.co/bert-base-uncased

the entity and predicate embedding as input and
use the score function in Equation 2 to predict the
missing links. Specifically, the score function as-
signs a plausibility score to each quadruple, and
the proper object can be inferred by ranking the
scores of all quadruples {(es, p, e;,t),e; € £} that
are accompanied with candidate entities.

3.6 Variants

As mentioned in Section 3.2, the proposed training
framework is model-agnostic, which means it can
potentially be combined with any temporal entity
embedding models. Thus, we introduce here mul-
tiple versions of ECOLA combined with different
temporal knowledge embedding models. Besides,
we compare the effectiveness of enhancing tem-
poral knowledge embedding and enhancing static
knowledge embedding. In particular, we only feed
the static part of entity embeddings into PLM to
perform the knowledge-text prediction task. We
refer it as ECOLA-SF (StaticFusion).

ECOLA-DE is the principal model in our exper-
iments that applies the diachronic function (Equa-
tion 1) to entity embedding and use SimplE (Equa-
tion 2) as the score function of temporal knowledge
embedding.

ECOLA-SF is the static counterpart of ECOLA-
DE, where we only apply temporal knowledge
embedding to the tKG loss Lk but not to the
knowledge-text prediction objective L g7 p. Specif-
ically, we randomly initialize an embedding vec-
tor &; € RY for each entity e; € £, where &; has
the same dimension as the PLM token embedding.
Then we learn €; via the knowledge-text prediction
task. For the tKE objective, we have the following
temporal knowledge embedding,

S (1)) = W,rei[n] if 1 <n <~d,
! ac,[n] sin(we, [n]t + b, [n]) else,

where e?F(t) € R? is an entity embedding

containing static and temporal embedding parts.
e, We,, be, € R4 are entity-specific vectors
with learnable parameters. Wy € R¥*74 is ma-
trix with learnable weights. Note that e?”'(¢) only
plays a role in L;x g, and we use static embedding
€, instead of e;gF(t) in Lxrp.

ECOLA-UTEE takes the idea of UTEE (Han
et al., 2021a) that learns a shared temporal embed-
ding function for all entities to deal with the overfit-
ting problem of the DE approach (Goel et al., 2020)



on sparse datasets. Compared to ECOLA-DE, the
only difference here is ECOLA-UTEE replaces
Equation 1 with the follows:

UTEE _Jaln] ifl<n<nd,
e U] = {a[n] sin(w[n]t + b[n]) else.

where the amplitude vector a, frequency vector w,
and bias b are shared for all entities.

ECOLA-DyERNIE adopts DyERNIE-Euclid
(Han et al., 2020b) as the tKE model that asso-
ciates each entity with a time-dependent represen-
tation. Specifically, the entity representation is
derived from an initial embedding and a veloc-
ity vector to encode both the stationary properties
and the time-varying behavior, i.e., elD vER (1) =
éiDyER + ve,t, where éiDyER represents the ini-
tial embedding that does not change over time,
and v, is an entity-specific velocity vector. Be-
sides, DyERNIE-Euclid takes the following score
function, which is ¢P¥#E(e;, p,e;,t) = —d(P ©
ePVER(), eijER(t) + p) + b; + bj, where P and
p represent the diagonal predicate matrix and the
translation vector of predicate p, respectively, and
d is the Euclidean distance.

4 Datasets

The training procedure of ECOLA requires datasets
of tKG quadruples with relevant textual descrip-
tions, which existing tKG datasets do not provide.
To facilitate the research on integrating tempo-
ral knowledge embeddings and language represen-
tations, we reformat three existing datasets, i.e.,
GDELT?, DuEE?, and Wiki*, for evaluating the
proposed integration method. We show the statis-
tics of the datasets in Table 1 in the appendix of
supplementary material.

GDELT is an initiative knowledge base storing
events across the globe connecting people and orga-
nizations, e.g., (Google, consult, the United States,
2018/01/06 01:15). The quadruples were extracted
from news reports using automated information ex-
traction methods. For each quadruple, GDELT also
provides links to news resource where the quadru-
ple are extracted from. Since a news report is usu-
ally relevant to multiple quadruples, we use the
following procedure to obtain pairs of a quadruple

Zhttps://www.gdeltproject.org/data. html#googlebigquery
3https://ai.baidu.com/broad/download
“https://www.wikidata.org/wiki/Wikidata:Main_Page

and its relevant sentence. Given a quadruple, each
sentence that contains both mentions of subject en-
tity and object entity is paired with this quadruple
to form a training sample. This process is similar
to the distant supervision algorithm (Mintz et al.,
2009) in the relation extraction task, which assumes
that, given a relationship between two entities, any
sentence containing these two entities would ex-
press this relation. In total, the dataset contains
5849 entities, 237 predicates, 2403 timestamps,
and 943956 quadruples with accompanying sen-
tences.

DuEE is originally a human-annotated dataset
for event extraction containing 65 event types and
121 argument roles. Each training sample contains
a sentence and the extracted event tuples with their
occurrence timestamp. We construct a subset of
DuEE by selecting event types that can be con-
verted into quadruples and then pair the quadruples
with their corresponding sentence.

Wiki is a tKG dataset proposed by Dasgupta et al.
(2018). Different from GDELT and DuEE, time
annotations in Wiki are represented as time inter-
vals, e.g., (Savonranta, instance of, municipality of
Finland, 1882 - 2009). Following the setting used
in HyTE Dasgupta et al. (2018), we only deal with
the year level granularity by dropping the month
and date information and treat timestamps as 82
different time steps in the consideration of balanc-
ing the triple amount in different timestamps. To
obtain text descriptions, we align each entity to its
Wikipedia page and extract the relevant sentences
as its description. Given a quadruple, we combine
the subject entity description, relation, and object
description to form a text description. The final KG
contains 10844 entities, 23 predicates, and 272,273
quadruples.

5 Experiments

We evaluate the enhanced temporal knowledge em-
bedding on the tKG completion task. Specifically,
we take the entity and predicate embedding of
ECOLA and use Equation 2 to predict missing
links. To make a fair comparison with other tKG
baseline models, we do not use any textual event
descriptions of test set quadruples in the evaluation.
Although this work focuses on tKG completion,
the integrated tKE and PLM could be further used
in many other downstream tasks, i.e., tKG forecast-
ing and temporal question answering. We leave



Table 1: Link prediction results: MRR (%) and Hits@1/3/10 (%). The results of the proposed fusion models
(in bold) and their counterpart KG models are listed together. The standard errors of the fusion models are also

provided.
Datasets | GDELT - filtered | Wiki - filtered | DuEE - filtered
Model | MRR Hits@l His@3 His@l0 | MRR Hits@l His@3 His@10| MRR Hits@l Hits@3 Hits@10
TransE 8.08 0.00 8.33 2533 | 2725 1609 3306 4824 | 3425 445 6073 8097
SimplE 1098 476 1049 2367 | 2075 1677 2323 2762 | 5113 4069 5830  68.62
DistMult 1127 48 1087 2447 | 2140 1754 2386  28.15 | 4858 3826 5526 6558
TeRO 6.59 175 5.86 1558 | 3292 2174 3902 5345 | 5429 3927 6316 8502
ATiSE 7.00 2.48 6.26 1461 | 3536 2407 4169 5474 | 5379 4231 5992 7591
TNTComplEx 8.93 3.60 8.52 1901 | 3436 2238 4064 5603 | 5756 4352 6599  83.60
TTransE 1148 472 1118 2525 | 3088  20.16 3527 5308 | 61.63 4858  69.64 8563
DE-SimplE 1225 533 1229 2664 | 4212 3403 4523 5886 | 5886 4474 6862  86.84
ECOLA-SF 1444 511 2032 2640 | 4228 3522 4488 5627 | 60.64 4696  69.64 8745
ECOLA-DE 19.67+ 1604+ 1950+ 2558+ | 4353+ 3578+ 4642+ 6026+ | 60.78+ 4743+ 6943+ 8670 %
00.11 0019 0004 0003 | 0008 0017 0002 0004 | 00.16  00.13 ~ 00.64  00.17
UTEE 9.76 423 977 2129 | 2696 2098 3039  37.57 | 5336 4392 6052 6862
ECOLA-UTEE 1901+ 1529+ 1946+ 2559+ | 3835+ 3056+ 4211+ 53.02% | 6036+ 4655+ 6922+ 8711+
00.16 0038 0005 0009 | 0022  00.18  00.14 0041 | 0036 0051 0093  00.07
DyERNIE 1072 424 1081 2400 | 2351 1453 2521 4167 | 5758 4149 7024 8623
ECOLA-DyERNIE | 19.99 + 1640+ 1978+ 2567+ | 4122+ 33.02% 4500+ 57.17+ | 59.64+ 4635+ 6787+ 8548+
00.05 0009 0003 0004 | 00.06 0027 0020 0032 | 00.18 0053 0029 0035

exploring it to future work.

5.1 Baselines

In the experiments, we include both static and
temporal KG embedding models. From the static
KG embedding models, we use TransE (Bordes
et al., 2013), DistMult (Yang et al., 2014), and Sim-
plE(Kazemi and Poole, 2018) where these methods
ignore the available time information. From the
temporal KG embedding models, we compare the
performance of our model with several state-of-
the-art methods, including TTransE (Leblay and
Chekol, 2018), AIiTSEE (Xu et al., 2019), DE-
SimplE (Goel et al., 2020), TNTComplE(Lacroix
et al., 2020), DyERNIE’ (Han et al., 2020b), and
TeRO (Xu et al., 2020). We provide implementa-
tion details in Appendix B and attach the source
code in the supplementary material.

Evaluation protocol For each quadruple ¢ =
(es,p, €0,t) in the test set Gisr, We create two
queries: (es,p,?,t) and (7,p,e,,t). For each
query, the model ranks all possible entities £ ac-
cording to their scores. Following the filtered set-
ting in Han et al. (2020a), we remove all entity
candidates that correspond to true triples from the
candidate list apart from the current test entity. Let
Rank(es) and Rank(e,) represent the rank for e
and e, of the two queries respectively, we evalu-
ate our models using standard metrics across the

SFor a fair comparison with other baselines, we choose
DyERNIE-Euclid.

link prediction literature: mean reciprocal rank
| 1 1

(MRR): 2-|Gtest| ZqEQtest(Rank(Es) + Rank(eo)) and

HitsQk(k € {1,3,10}): the percentage of times

that the true entity candidate appears in the top &

of ranked candidates.

5.2 Comparative Study

Link prediction. Table 1 reports the tKG com-
pletion results on the test sets, which are averaged
over three trials. We also report the error bars of the
ECOLA models. We see that ECOLA-DyERNIE
improves its baseline tKG model, DyERNIE, by
a large margin, demonstrating the effectiveness of
our fusing strategy. Specifically, ECOLA enhances
DyERNIE with a relative improvement of up to
86 % on GDELT in terms of mean reciprocal rank
(MRR) and Hits @3, even nearly four times better
in terms of Hits@ 1. Thus, its superiority is clear
on GDELT, which is the most challenging dataset
with million quadruples and several hundreds rela-
tions. Similarly, ECOLA-UTEE and ECOLA-DE
generally outperform UTEE and DE-SimplE on
all three datasets, respectively, demonstrating that
ECOLA is model-agnostic and can potentially en-
hance many tKG embedding models.

Static Fusing vs. Temporal Fusing. Compar-
ing ECOLA-DE with ECOLA-SF, we observe
that ECOLA-DE generally performs better than
ECOLA-SF, indicating that the textual knowledge
also changes temporally. Thus, we need temporal
embeddings to characterize such evolving knowl-



edge from contextualized language representations,
instead of only aligning the static part of graph
embeddings with the language representations.

6 Conclusion

We propose ECOLA to enhance temporal knowl-
edge embedding using contextualized language rep-
resentations. A novel knowledge-text prediction
task is introduced to align the temporal knowl-
edge and language representation into the same
semantic space. We train ECOLA with both the
temporal knowledge embedding objective and the
knowledge-text prediction objective. Besides, we
construct three datasets that contain paired struc-
tured temporal knowledge and unstructured textual
descriptions, which can benefit future research on
fusing temporal structured and unstructured knowl-
edge. We evaluate a number of baseline methods
on the proposed datasets. Extensive experiments
show that ECOLA is model-agnostic and can im-
prove several temporal knowledge graph models by
a large margin. Besides, joint models often benefit
both language encoders and temporal knowledge
embedding. In future, we will evaluate the ECOLA
on other NLP tasks to investigate whether the en-
hanced PLM can better understand event-related
texts and support the extraction of temporal knowl-
edge from texts.
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A Related Work of Temporal Knowledge
Embedding

Temporal Knowledge Embedding (tKE) is also
termed as Temporal Knowledge Representation
Learning (TKRL), which is to embed entities and
predicates of temporal knowledge graphs into low-
dimensional vector spaces. TKRL is an expressive
and popular paradigm underlying many KG mod-
els. To capture temporal aspects, each model either
embeds discrete timestamps into a vector space or
learns time-dependent representations for each en-
tity. Ma et al. (2019) developed extensions of static
knowledge graph models by adding timestamp em-
beddings to their score functions. Besides, HyTE
(Dasgupta et al., 2018) embeds time information
in the entity-relation space by learning a temporal
hyperplane to each timestamp and projects the em-
beddings of entities and relations onto timestamp-
specific hyperplanes. Later, Goel et al. (2020)
equipped static models with a diachronic entity em-
bedding function which provides the characteristics
of entities at any point in time and achieves strong
results. Moreover, Han et al. (2020b) introduced
a non-Euclidean embedding approach that learns
evolving entity representations in a product of Rie-
mannian manifolds. It is the first work to contribute
to geometric embedding for tKG and achieves state-
of-the-art performances on the benchmark datasets.
In particular, ECOLA is model-agnostic, which any
temporal KG embedding model can be potentially
enhanced by training with the knowledge-text task.

B Implementation

We use the datasets augmented with reciprocal re-
lations to train all baseline models. We tune hyper-
parameters of our models using the random search
and report the best configuration. Specifically, we
set the loss weight A to be 0.3, except for ECOLA-
DE model trained on Baidu dataset where A is set
to be 0.001. We use the Adam optimizer (Kingma
and Ba, 2014). We use the implementation of DE-
SimplE®, ATiSE/TeRO’. We use the code for TNT-
CopmlEx from the tKG framework (Han et al.,
2021a). We implement TTransE based on the im-
plementation of TransE®. We provide the detailed
settings of hyperparameters of each baseline model
and ECOLA in Table 3 in the appendix.

®https://github.com/BorealisAl/de-simple
"https://github.com/soledad921/ATISE
8https://github.com/pykeen

C Ablation study

Masking Strategy Table 4 shows the results of
different masking strategies on GDELT. The first
strategy (Masking E+R+W) allows to simultane-
ously mask predicate, entity, and subword tokens
in the same training sample. In the second strat-
egy (Masking E/R+W), we mask 15% subword
tokens in the language part, and either an entity or
a predicate in the knowledge tuple. In other words,
simultaneously masking an entity and a predicate in
a training sample is not allowed. In the third strat-
egy, for each training sample, we choose to mask
either subword tokens, an entity, or the predicate.
The experimental results show the advantage of the
second masking strategy, indicating that remaining
adequate information in the knowledge tuple helps
the model to align the knowledge embedding and
language representations.

Type Embedding Table 5 demonstrates the effec-
tiveness of the proposed type embedding. The type
embedding differentiates among subword tokens,
entity, and predicate of the input. To investigate its
contribution, a uniform embedding is implemented,
where all three token types have shared type em-
beddings. Empirical results on GDELT indicate
that providing distinguishment between subword
tokens, entity tokens, and predicate tokens helps
the model to better understand different input com-
ponents and different prediction tasks.



Table 2: Datasets Statistics

Dataset # Entities # Predicates # Timestamps Time Granularity # training set # validation set  # test set

GDELT 5849 237 2403 15mins 755166 94395 94395

DUEE 219 41 629 day 1879 247 247

WIKI 10844 23 82 year 233525 19374 19374

Table 3: Hyperparameter settings of ECOLA and baselines.

Parameters ‘ Embedding dimension ‘ Negative Sampling ‘ Learning rate ‘ Batch Size
Datasets | GDELT DuEE Wiki | GDELT DuEE Wiki | GDELT DuEE Wiki | GDELT DuEE Wiki
TransE 768 768 768 200 100 100 Se-4 Se-4  Se-4 256 128 256
SimplE 768 768 768 200 100 100 Se-4 Se-4  Se-4 256 128 256
TTransE 768 768 768 200 100 100 | 5.2e-4 5.2e4 5.2e4 256 256 256
TNTComplEx 768 768 768 200 100 100 | 1.5e-4 1.5e-4 1.5e-4 256 256 256
DE-SimplE 768 768 768 200 100 100 Se-4 Se-4  Se-4 256 128 256
ECOLA-SF 768 768 768 200 100 100 le-4 2e-5 le-4 64 16 64
ECOLA-DE 768 768 768 200 200 200 2e-5 2e-5 2e-5 4 8 4
ECOLA-UTEE 768 768 768 200 200 200 2e-5 2e-5 2e-5 4 8 4
ECOLA-dyERNIE 768 768 768 200 200 200 2e-5 e-4 2e-5 4 8 4
Masking Strat. MRR Hits@1 Hits@10
Masking E+R+W  17.89  12.27 25.77
Masking E/R+W  19.66  15.73 25.84
Masking E/R/W 19.35 15.33 25.65

Table 4: ECOLA-DE with different masking strate-
gies applied to the knowledge-text prediction task on

GDELT.
Type Embedd. MRR Hits@1 Hits@10
Type Embedding 19.85 16.38 25.50
Uniform Embedding  19.53 15.02 24.73

Table 5: ECOLA-DE with/without type embeddings in
knowledge-text-prediction task on GDELT.
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